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Abstract

The induced size-Ramsey number fﬁld(H ) of a graph H is the smallest number
of edges a (host) graph G can have such that for any k-coloring of its edges, there
exists a monochromatic copy of H which is an induced subgraph of G. In 1995, in
their seminal paper, Haxell, Kohayakawa and Yuczak showed that for cycles, these
numbers are linear for any constant number of colours, i.e., ¥ ,(Cy,) < Cn for some
C = C(k). The constant C' comes from the use of the regularity lemma, and has a
tower type dependence on k. In this paper we significantly improve these bounds,
showing that fiknd(C’n) < O(k'%2)n when n is even, thus obtaining only a polynomial
dependence of C on k. We also prove fﬁld(Cn) < eOklogk)y for odd n, which almost
matches the lower bound of e2%)n. Finally, we show that the ordinary (non-induced)
size-Ramsey number satisfies 7#*(C),) = e?*)n, for odd n. This substantially improves
the best previous result of eo(kz)n, and is best possible, up to the implied constant
in the exponent. To achieve our results, we present a new host graph construction
which, roughly speaking, reduces our task to finding a cycle of approximate given
length in a graph with local sparsity.

DOI: https://doi.org/10.5817/CZ.MUNI.EUROCOMB23-027

1 Introduction

The Ramsey number r*(H) of a graph is the smallest integer n such that every k-coloring
of the edges of K, contains a monochromatic copy of H. The notion of Ramsey numbers
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is one of the most central notions in combinatorics and it has been studied extensively
since Ramsey [23| showed their existence for every graph H. Motivated by this definition,
we say that a graph G is k-Ramsey for a graph H if any k-coloring of the edges of (the
host graph) G, contains a monochromatic copy of H, and we write G 5 H Using this
notation, we have that 7*(H) = min{|V(G)| : G LA H}.

The notion of Ramsey numbers is measuring the minimality of the host graph in terms
of the number of vertices. Are there graphs G with significantly fewer edges than the
clique on r*(H) vertices that are k-Ramsey for H? This general question is captured by
the notion of size-Ramsey numbers introduced in 1978 by Erdds, Faudree, Rousseau and

Schelp [11]. The size-Ramsey number of a graph H is defined as 7% = min{ E(G)|G LN H}.
In the last few decades, there has been extensive research on this notion, see, e.g., [3].

One of the main goals is to understand which classes of graphs have size-Ramsey num-
bers which are linear in their number of edges. Beck [2] showed that this is true for paths,
which was later extended to all bounded-degree trees by Friedman and Pippenger [14].
It is also known that logarithmic subdivisions of bounded degree graphs have linear size-
Ramsey numbers [6], as well as bounded degree graphs with bounded treewidth [18]. Given
all of the mentioned results, it might be tempting to assume that all graphs of bounded
degree have linear size-Ramsey numbers. In an elegant paper of Rodl and Szemerédi [25],
it was shown that this is not the case. Indeed, they showed that there exist n-vertex cubic
graphs which have size-Ramsey numbers at least nlog®n, for a small constant ¢ > 0. This
bound has only very recently been improved to cne®V*e™ for some ¢ > 0 by Tikhomirov
[26]. For more results see |7] and references therein.

A related studied notion is that of induced size-Ramsey numbers. Given a graph H, the
induced size-Ramsey number 7 (H) is the smallest number of edges a graph G can have
such that any k-coloring of G' contains a monochromatic copy of H which is an induced
subgraph of G. The existence of these numbers is an important generalisation of Ramsey’s
theorem, proved independently by Deuber [4], Erdés, Hajnal, and Pésa [12], and Rodl [24].
Naturally, this concept is much harder to understand for most classes of target graphs H
and much less precise bounds are known than for the (non-induced) size-Ramsey number.

Indeed, already for bounded degree trees we know that the size-Ramsey number is linear
in their number of vertices, whereas for its induced counterpart we have no good bounds
while we have every reason to believe that the answer should also be linear. Further, the
best general upper bound on 7% ,(H) for n-vertex graphs H is obtained by Conlon, Fox and
Sudakov [19], and is of the order 2°(1°&™) while Erdds [10] conjectured that 72 ,(H) < 2°".
In comparison, the bound for Ramsey numbers (and hence also for size-Ramsey numbers)
is known to be exponential in the number of vertices of the target graph. Further, it is
known that the size-Ramsey number of n-vertex graphs with degree bounded by a constant
d, is between ne?(V1ogm) and O(n2_5+5), proven by Tikhomirov [26], and by Kohayakawa,
R6dl, Schacht, and Szemerédi [20], respectively. On the other hand, the best upper bound
on the induced size-Ramsey number of these graphs, proved by Fox and Sudakov [13] is
of the order n®@°89) ywhile the best lower bound is still the bound for the (non-induced)
Ramsey number of those graphs, which is often the state of the art for such questions.
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For paths it is known that Q(k*)n < #*(P,) < O(k*logk)n (see [9, 21| for the lower
bound and [22, 8] for the upper bound). In the induced case, by a recent result of Draganic,
Krivelevich and Glock [5], we have that #* ,(P,) < O(k*log* k)n. For cycles, the discrep-
ancy between the size-Ramsey and the induced size-Ramsey number is significantly larger.
Indeed, by a recent result of Javadi and Miralaei [17], which improved another recent re-
sult by Javadi, Khoeini, Omidi and Pokrovskiy [16], we have #*(C,,) = O(k'**log® k)n for
even n, and #*(C,) = O(2'%*+2ek)pn for odd n. On the other hand, the only known
upper bound on the induced size-Ramsey numbers of cycles was obtained in the seminal
paper of Haxell, Kohayakawa and FLuczak [15]. Their proof uses a technically very involved
argument relying on the use of the Sparse Regularity lemma and therefore shows that
7 (Cn) < Cn where C' = C(k) has a tower type dependence on k.

In this paper, we prove the following theorem which quite significantly improves the
tower-type bounds of Haxell, Kohayakawa and fuczak.

Theorem 1.1. For any integer k > 1, there exists no(k) such that for all n > ng(k), the
following holds.

a) If n is even, then 7% ,(C,) = O(k'%%)n.
b) If n is odd, then 7% ,(C,) = eO(klogk),,

While the focus of this paper is on induced size-Ramsey numbers of cycles, our method
can be also used to substantially improve the upper bound for the non-induced case as
well. Our next result gives an essentially tight estimate for the size-Ramsey numbers of
odd cycles.

Theorem 1.2. For any integer k > 1, there exists no(k) such that for all n > ng(k), we
have 7*(C,,) = e®®n,.

The best known lower bound for size-Ramsey numbers of even cycles comes from the
bound for paths, which is of the order Q(k?)n [9, 22|. In the odd case, there is a simple
construction of a coloring which gives a lower bound of 2*~!n (see [17]), showing that the
second result in Theorem 1.1 is tight up to an O(log k) factor in the exponent, while the
bound in Theorem 1.2 is tight up to a constant factor in the exponent.

We remark that, as in [15], our proofs can easily be adapted to provide monochromatic
induced cycles of all (even) lengths between C'logn and n for some constant C' depending
only on k. We also note that our bound on the size-Ramsey number of even cycles #¥(C,,) <
7k (Cn) = O(k'%)n can be further improved significantly, using the same methods, but
we chose not to present that here.

2 Proof outline

The main idea behind our proof is the following: consider a binomial random graph G ~
G(N,C/N), where N = C'n and C,C" are appropriately chosen large constants. Let G be
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adversarially k-edge-colored. Then, it is easier to find an induced monochromatic cycle of
length in [0.9n, 1.1n], say, then of length precisely n. Our host graph is constructed to take
advantage of this.

In the rest of the outline we focus on the proof of the induced odd case (Theorem 1.1 b))
and at the end we outline the changes needed for the other two statements.

Given k, we find a fixed “gadget” graph F' = F(k) which is k-induced-Ramsey for a
5-cycle. We denote s = v(F'). We construct an s-uniform N-vertex hypergraph H by
taking C'N random hyperedges. We clean H so it does not have any short Berge cycles so,
in particular, it is linear. Then we construct our host graph I' by placing an isomorphic
copy of F' inside every hyperedge of H. By definition, inside every copy of F', there is a
monochromatic induced copy of C5. The main object we work with will be an auxiliary
k-edge-coloured graph G on the same vertex set as I'. For each placed copy of F'in I'; in
G we put an edge between a single pair of vertices which are at distance 2 in one of the
induced monochromatic copies of Cj in the copy of F', and colour this edge with the colour
of that cycle.

Now, suppose we find a monochromatic, say red, cycle @ of length ¢ € [n/3,n/2] in G.
By definition, each edge of ) corresponds to an induced 5-cycle in I', where the endpoints
of the edge are at distance 2 in the cycle. For each of these 5-cycles, we can choose either
a path of length 2 or a path of length 3 in GG to obtain a red cycle @’ of length exactly n
in I" (see Figure 1). The main technical difficulty is in obtaining certain properties of @
such that the resulting cycle @)’ is induced in T'.

More precisely, the following will be sufficient. Recall that every edge e € E(G) comes
from a hyperedge in H which we denote by h(e). Suppose @ is a cycle in G with edges
e1, ..., e¢ such that no hyperedge apart from h(es),...,h(e/) in H intersects [J;c(, h(ei) in
more than one vertex. Further, suppose that each h(e;) only intersects h(e;—1) and h(e;41)
among the mentioned hyperedges. Then, it is not difficult to see that the cycle ) obtained
as above is induced in I'. We will call such a cycle ) good.

Let us now explain how to find an induced monochromatic cycle of length between n /2
and n/3 in a k-edge-colored graph G ~ G(N,C/N) with N = C’'n for some large constants
C,C". Our real task is more involved as we require a stronger condition on the found cycle
as discussed above, since we are not working with a binomial random graph. However,
most of the ideas can be described through the lens of this simpler problem.

We now sketch how to find a monochromatic induced cycle of length between n /2
and n/3 in G ~ G(N,C/N). The proof strategy is illustrated in Figure 2. By standard
results, it is not difficult to clean G without losing many edges, so that it has no cycles
of length O(1). Further, we also know that it is locally sparse, that is, all sets U of size
|U| < eN span at most %\U | edges, where € > 0 is some constant depending on C. We
consider the subgraph corresponding to the densest colour class, say red and using a result
of Krivelevich [21], we find inside it a large expanding subgraph G’. Dragani¢, Glock and
Krivelevich [5] showed using a modified DFS algorithm that under the given assumptions,
G’ has a red induced path P of length 2n/5 and we adapt their argument to our setting.
Given such a red induced path of length 2n/5, from the endpoints we construct two trees
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T, T, each of depth O(log N) and with Q(eN) leaves. Moreover, we do it in such a way
that any path containing the initial endpoints is good, i.e. if there is a red edge connecting
two vertices in different trees, it closes a good cycle in G'. Let W = V(P)UV(T}) UV (T3)
and remove from it a large constant number of the last layers in 77 and 75, so that the
resulting W is small enough compared to the leaf sets of T} and T5. Denote by R; and R»
the vertices in the deleted layers in 77 and T5, respectively. Finally, using the expanding
properties of G', we may expand from the sets R; and R, while avoiding vertices which
are incident to W until the two balls around R; and R, of large enough constant diameter
intersect, and thus we close a cycle of desired length. Using the girth assumption on our
graph it is not difficult to show that this cycle is induced.

Let us now comment on the differences in the proofs for the three different statements.
In the odd induced case, we can take F' to be Alon’s [1] celebrated construction of a dense
pseudorandom triangle-free graph on e®*1°¢%) vertices. We will prove that, every k-edge-
colouring of that graph will contain an induced monochromatic C5. However, when n is
even, we can instead take F' to be k-induced-Ramsey for a 6-cycle with only O(k%) vertices
by taking a sufficiently dense bipartite Cy-free graph. Again, in each copy of F, we find
a monochromatic induced 6-cycle and connect two vertices at distance 2 on the cycle to
form our auxiliary graph. The same argument as above shows that given a monochromatic
cycle of length ¢ in the auxiliary graph G, we can find a monochromatic cycle of any even
length between 2¢ and 4/ in I". Finally, for the odd non-induced case, we can take F' to be
the complete graph on 2* + 1 vertices. It is easy to see that any k-edge coloring of that
graph has a monochromatic odd cycle. For simplicity, we take the most common length
L among those cycles, and for each of these L-cycles, we connect two vertices at distance
(L —1)/2 on the cycle to form the auxiliary graph. Then, a monochromatic good cycle of
length between 2n/(L — 1) and 2n/(L + 1) in the auxiliary graph yields a monochromatic
cycle of length n in our host graph. This required extra precision in the length of the good
cycle in the auxiliary graph will only cost us a factor of 2°*) in the number of copies of F
we use in our construction.

Figure 1: Transforming an 8-cycle in the auxiliary graph (thick red edges) into a 21-cycle
in the original graph by using 5 paths of length 3 and 3 paths of length 2.
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Figure 2: Building an induced cycle

References

[1] Noga Alon. Explicit Ramsey graphs and orthonormal labelings. The Electronic Jour-
nal of Combinatorics, pages R12-R12, 1994.

[2] Jozsef Beck. On size Ramsey number of paths, trees, and circuits. I. Journal of Graph
Theory, 7(1):115-129, 1983.

[3] D. Conlon, J. Fox and B. Sudakov, Recent developments in graph Ramsey theory. In:
Surveys in Combinatorics 2015, Cambridge University Press, 2015, 49-118.

[4] W. Deuber, A generalization of Ramsey’s theorem. In: Infinite and Finite Sets, Vol.
1, Colloquia Mathematica Societatis Janos Bolyai, Vol. 10, North-Holland, Amster-
dam/London, 1975, 323-332.

[5] Nemanja Draganié¢, Stefan Glock, and Michael Krivelevich. Short proofs for long
induced paths. Combinatorics, Probability and Computing, 31(5):870-878, 2022.

[6] Nemanja Dragani¢, Michael Krivelevich, and Rajko Nenadov. Rolling backwards can
move you forward: on embedding problems in sparse expanders. Transactions of the
American Mathematical Society, 2022.

[7] Nemanja Dragani¢ and Kalina Petrova. Size-Ramsey numbers of graphs with maxi-
mum degree three. arXiv preprint arXiw:2207.05048, 2022.

[8] Andrzej Dudek and Pawel Pratat. An alternative proof of the linearity of the size-
Ramsey number of paths. Combinatorics, Probability and Computing, 24(3):551-555,
2015.

[9] Andrzej Dudek and Pawel Pratat. On some multicolor Ramsey properties of random
graphs. SIAM Journal on Discrete Mathematics, 31(3):2079-2092, 2017.

[10] Paul Erdés. Problems and results on finite and infinite graphs. In Recent Advances
i Graph Theory. Proceedings of the Second Czechoslovak Symposium, pages 183-192.
Academia, Prague, 1975.



Effective bounds for induced size-Ramsey numbers of cycles 199

[11]

[12]

[13]

[14]

[15]

[16]

[17]

18]

[19]

20]

21]

22]

23]

[24]

Paul Erdss, Ralph J. Faudree, Cecil C. Rousseau, and Richard H. Schelp. The size
Ramsey number. Periodica Mathematica Hungarica, 9(1-2):145-161, 1978.

P. Erdss, A. Hajnal, and L. Pésa. Strong embeddings of graphs into colored graphs.
In: Infinite and Finite Sets, Vol. 1, Colloquia Mathematica Societatis Janos Bolyai,
Vol. 10, North-Holland, Amsterdam/London, 1975, 585-595.

Jacob Fox and Benny Sudakov. Induced Ramsey-type theorems. Advances in Mathe-
matics, 219(6):1771-1800, 2008.

Joel Friedman and Nicholas Pippenger. Expanding graphs contain all small trees.
Combinatorica, 7(1):71-76, 1987.

Penny E. Haxell, Yoshiharu Kohayakawa, and Tomasz fuczak. The induced size-
Ramsey number of cycles. Combinatorics, Probability and Computing, 4(3):217-239,
1995.

Ramin Javadi, Farideh Khoeini, Gholam Reza Omidi, and Alexey Pokrovskiy. On the
size-Ramsey number of cycles. Combinatorics, Probability and Computing, 28(6):871—
880, 2019.

Ramin Javadi and Meysam Miralaei. The multicolor size-Ramsey numbers of cycles.
Journal of Combinatorial Theory, Series B, 158:264-285, 2023.

Nina Kamcev, Anita Liebenau, David R. Wood, and Liana Yepremyan. The size
Ramsey number of graphs with bounded treewidth. SIAM Journal on Discrete Math-
ematics, 35(1):281-293, 2021.

Yoshiharu Kohayakawa, Hans Jiirgen Promel, and Vojtéch Rodl. Induced Ramsey
numbers. Combinatorica, 18(3):373-404, 1998.

Yoshiharu Kohayakawa, Vojtéch Rodl, Mathias Schacht, and Endre Szemerédi. Sparse
partition universal graphs for graphs of bounded degree. Advances in Mathematics,
226(6):5041-5065, 2011.

Michael Krivelevich. Expanders—how to find them, and what to find in them. In:
Surveys in combinatorics 2019, volume 456 of London Mathematical Society Lecture
Note Series, pages 115-142. Cambridge University Press, Cambridge, 2019.

Michael Krivelevich. Long cycles in locally expanding graphs, with applications. Com-
binatorica, 39(1):135-151, 2019.

Frank P. Ramsey. On a problem of formal logic. Proceedings of the London Mathe-
matical Society, 30(4):264-286, 1929.

Vojtéch Rédl. The dimension of a graph and generalized Ramsey theorems, Master’s
thesis, Charles University, 1973.



Effective bounds for induced size-Ramsey numbers of cycles 200
[25] Vojtéch Rodl and Endre Szemerédi. On size Ramsey numbers of graphs with bounded
degree. Combinatorica, 20(2):257-262, 2000.

[26] Konstantin Tikhomirov. On bounded degree graphs with large size-Ramsey numbers.
arXiv preprint arXiw:2210.05818, 2022.



