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Abstract

For given positive integers k and n, a family F of subsets of {1, . . . , n} is k-
antichain saturated if it does not contain an antichain of size k, but adding any set to
F creates an antichain of size k. We use sat∗(n, k) to denote the smallest size of such
a family. For all k and sufficiently large n, we determine the exact value of sat∗(n, k).
Our result implies that sat∗(n, k) = n(k − 1) − Θ(k log k), which confirms several
conjectures on antichain saturation. Previously, exact values for sat∗(n, k) were only
known for k up to 6.

We also prove a strengthening of a result of Lehman-Ron which may be of inde-
pendent interest. We show that given m disjoint chains in the Boolean lattice, we
can create m disjoint skipless chains that cover the same elements (where we call a
chain skipless if any two consecutive elements differ in size by exactly one).

The complete version of the paper can be found here [4].
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Many powerful results have been proved over the years concerning the structure of
chains and antichains in the Boolean lattice, e.g. [10, 14, 20, 21, 22]. For example, it is
well-known that the Boolean lattice admits a symmetric chain decomposition [1, 9], and in
fact these chains may be taken to be skipless (or saturated): every chain C1 ( · · · ( Cr ⊆
[n] = {1, . . . , n} has the property that |Ci+1| = |Ci| + 1 for all i ∈ [r − 1]. Skipless chains
have also been studied in other contexts such as in [3, 6, 16].

Given sets X1, . . . , Xm from layer r and sets Y1, . . . , Ym from layer s such that Xi ⊆ Yi,
it need not be possible to find disjoint skipless chains C1, . . . , Cm linking X1 to Y1, X2 to
Y2 etc. However, it was shown by Lehman and Ron [15] in 2001 that there always exist m
disjoint skipless chains that cover the sets X1, . . . , Xm and Y1, . . . , Ym.

Theorem 1 (Lehman-Ron [15]). Let integers 1 ≤ s < r ≤ n and subsets X1, . . . , Xm, Y1, . . . , Ym ⊆
[n] be given with |Xi| = s, |Yi| = r and Xi ⊆ Yi for all i ∈ [m]. Then there exist m disjoint
skipless chains that cover {X1, . . . , Xm, Y1, . . . , Ym}.

It is natural to ask if a stronger statement holds. For example, what happens if we
allow the sets to come from different layers, or ask that the chains go via some elements
from layers between layer r and layer s? Is it possible to cover any m disjoint chains with
m disjoint skipless chains, or can we force the use of an additional chain? We show that
m chains always suffice. For a family F , we say that F admits a chain decomposition into
m chains if there exits m disjoint chains C1, . . . , Cm that covers F .

Theorem 2. Suppose that F ⊆ 2[n] admits a chain decomposition into m chains. Then
there exist disjoint skipless chains C1, . . . , Cm such that F ⊆

⋃m
i=1C

i.

Proof overview. The core of the proof, despite being slightly more technical, follows a
method similar to the one used in [15]. It uses multiple inductive arguments to reduce the
problem to a well-structured instance. From there it is possible to uses Menger’s theorem
[18] to deduce connectivity properties.

The building blocks for our induction can are as follows (see Fig. 1 for an example):

Claim 3. Let s ≤ r ≤ n be integers. Let C1, . . . , Cm be disjoint chains, such that for all
i ∈ [m− 1], the chain Ci starts in layer s and ends in layer r. Suppose that Cm starts in
A ∈

(
[n]
≤s

)
and ends in B ∈

(
[n]
r

)
. Then there exist m disjoint chains D1, . . . , Dm with the

following three properties.

1. For i ∈ [m − 1], the chain Di starts in the sth layer, ends in the rth layer and is
skipless.

2. The chain Dm starts at A and intersects the ith layer for all i ∈ [s+ 1, r].

3. The chains D1, . . . , Dm cover the elements in C1, . . . , Cm.
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Figure 1: Representation of Claim 3 (case r = s+ 2 and m = 3).

Theorem 2 was already known in the special case that the union F of the chains we
wish to cover is a convex set system (i.e. if X, Y ∈ F and X ⊆ Z ⊆ Y , then Z ∈ F) [6].
In this case, the chains can be taken to partition F as any additional sets must be at the
ends of the chains.

Although we believe Theorem 2 to be of interest in its own right, our initial motivation
came from the area of induced poset saturation where we use Theorem 2 to easily settle
various conjectures concerning the asymptotics of antichain saturation numbers. With
more work, we are in fact able to go well beyond the conjectures and pinpoint the exact
values.

For given positive integers k and n, a family F of subsets of [n] is k-antichain saturated
if it does not contain an antichain of size k, but for all X ⊆ [n] with X 6∈ F , the family
F ∪{X} does contain an antichain of size k. We denote the size of the smallest such family
by sat*(n, k).

In the literature, this is also sometimes denoted sat*(n,Ak), where Ak is the poset
consisting of k incomparable elements. This is called an induced saturation number: it
is the size of the smallest set system which is saturated in terms of not containing Ak as
an induced subposet. Such saturation numbers for the Boolean lattice were introduced by
Gerbner, Keszegh, Lemons, Palmer, Pálvölgyi and Patkós [8] and have been investigated
for a variety of posets, for example for the butterfly [11], the diamond [12] and the chain
[19]. We refer to [13] for a nice overview.

Ferrara, Kay, Kramer, Martin, Reiniger, Smith and Sullivan [7] were the first to study
the particular case of the antichain and made the following conjecture.

Conjecture 1 ([7]). For k ≥ 3, sat*(n, k) ∼ (k − 1)n as n→∞.

The upper bound is easy to see: for all i ∈ [n], a k-antichain saturated family can
contain at most k− 1 subsets of size i since two subsets of the same size are incomparable.
Moreover, a k-antichain saturated family must always exist since we can start with the
empty family and greedily add subsets until it is no longer possible to do so without
creating an antichain of size k.
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Martin, Smith and Walker [17] proved the lower bound

sat*(n, k) ≥
(

1− 1

log2(k − 1)

)
(k − 1)n

log2(k − 1)

for k ≥ 4 and n sufficiently large. The exact values for k = 2, 3 and 4 were shown to be
n+ 1, 2n and 3n− 1 respectively in [7], the exact values for k = 5 and k = 6 were recently
determined to be 4n − 2 and 5n − 5 respectively by Ðanković and Ivan [2]. They also
strengthened Conjecture 1 as follows, and proposed two weaker conjectures implied by this
conjecture.

Conjecture 2 ([2]). sat*(n, k) = n(k − 1)−Ok(1).

We show later how all the conjectures mentioned above are easily derived from Theorem
2. In particular, we will show the following corollary.

Corollary 4. There exist constants c1, c2 > 0 such that for all k ≥ 4 and n sufficiently
large,

n(k − 1)− c1k log k ≤ sat*(n, k) ≤ n(k − 1)− c2k log k.

In general, obtaining exact saturation numbers is a notoriously difficult problem, and
for the antichain exact numbers were only known for k up to 6. Our main result determines
the exact value of sat*(n, k) for all values of k and n where n is large enough relative to
k . We note that n need not be excessively large compared to k and it certainly suffices
to assume n ≥ 6 log k + 1 for example. Determining the exact values is considerably more
involved than just determining the asymptotics, and we require some more definitions just
to state the value of the numbers.

Given a natural number k, let ` be the smallest integer j such that
(

j
bj/2c

)
≥ k − 1.

Note that when n < `, there are no antichains of size k in 2[n] and F must contain every
set (i.e. sat*(n, k) = 2n).

Let C(m, t) denote the initial segment of layer t of size m when the sets are in colex-
icographic order. For a family of sets A from the same layer, let ν(A) be the size of the
maximum matching from A to its shadow ∂A, and recursively define c0, c1, . . . , cb`/2c as
follows. Let cb`/2c = k − 1. For 0 ≤ t < b`/2c, let ct = ν (C(ct+1, t+ 1)).

Theorem 5. Let n, k ≥ 4 be integers and let ` and c0, . . . , cb`/2c be as defined above. If
n < `, then sat*(n, k) = 2n. If n ≥ `, then

sat*(n, k) ≥ 2

b`/2c∑
t=0

ct + (k − 1)(n− 1− 2 b`/2c).

Moreover, equality holds when n ≥ 2`+ 1.

Given the form of the bound in Theorem 5, one might be tempted to suggest that
the best approach is to take each layer t ≤ b`/2c to be an initial segment of colex of the
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appropriate size, but this is not the case in general. While such an example would have
the optimal size, it may already contain an antichain of size k. For example, one can check
there is an antichain of size 262 in C(261, 5)∪C(219, 4), and this approach would not work
for k = 262.

For infinitely many values of k, a matching upper bound to Theorem 5 was already
known [7] which works for all n ≥ `+ 1. It gives the following corollary.

Corollary 6. Let `, k, n be integers such that
(

`
b`/2c

)
= k−1. If n ≤ ` then sat*(n, k) = 2n.

If n ≥ `+ 1, then

sat*(n, k) = 2

b`/2c∑
j=0

(
`

j

)
+ (k − 1)(n− 1− 2b`/2c).

In particular, whenever k−1 is a central binomial coefficient (i.e. k = 3, 4, 7, 11, 21, 36, . . . )
the value of sat*(n, k) is determined for all n.

We now explain how Corollary 4 follows from Theorem 2. The upper bound was already
known, and we prove a lower bound of sat*(n, k) ≥ (n + 1 − 2`)(k − 1) for n sufficiently
large. (Recall that ` is the smallest j such that

(
j
bj/2c

)
≥ k − 1, so ` = Θ(log k).)

By Dilworth’s theorem [5], having a chain decomposition of size at most k− 1 is equiv-
alent to not containing any antichain of size k. Suppose that F ⊆ 2[n] is k-antichain
saturated and so admits a decomposition into k− 1 chains. By Theorem 2, there are k− 1
disjoint skipless chains C1, . . . , Ck−1 that cover the elements of F ; since F is saturated,
this must form a chain decomposition of F . It suffices to show that every chain must
contain a set of size at most ` and a set of size at least n− `. Suppose the smallest element
X of some chain Ci has size |X| > `, then all subsets Y of X must be present in F since
otherwise we may extend Ci to include Y (and that would mean that F ∪ {Y } can also
be covered by k− 1 chains, contradicting the fact that F is k-antichain saturated). There
are at least k − 1 subsets of X of size b`/2c, and these cannot all be covered by the other
k−2 chains. Since each chain contains an element of size at most ` and one of size at least
n− `, the bound follows immediately from the fact that the chains are skipless.

In order to prove the exact lower bound of Theorem 5, it is needed to examine what
happens on layers 1, . . . , `. This is considerably more delicate and for this we use an
auxiliary result concerning the matching number of the colex order, explained in details
in the complete version of the paper [4]. There, we also give an explicit construction of a
k-antichain saturated system F which matches our lower bound on each layer provided n is
sufficiently large. This construction was already known for the special case k− 1 =

(
`
b`/2c

)
,

and we apply it recursively for other values of k. The recursion requires special care and
depends on a particular way of writing k−1 as a sum of binomial coefficients. This notation
can be used to write exact values for the matching numbers ct from Theorem 5.
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