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Abstract: The integration of artiϐicial intelligence (AI) in higher education has signiϐicantlyimpacted teaching and learning methodologies, particularly in medical education for doctoralstudents. This paper explores the role of AI in enhancing academicwriting and language skills,with a speciϐic focus on Czech universities. The theoretical section of the study provides ananalysis of Czech universities’ approaches to adopting AI technologies in higher education,assessing both the advantages and disadvantages of AI implementation in academic settings.The practical part of the research consists of both quantitative and qualitative analyses. Thequantitative component focuses on gathering data on students’ academic backgrounds andexperience with digital tools, while the qualitative section explores students’ attitudes towardAI usage, particularly in relation to reliability, trust, and ethics. The paper aims to providea comprehensive understanding of the roleAI plays in language instruction and academicwrit-ing for PhDmedical students, while also addressing the broader implications of AI adoption inhigher education.
Key words: artiϐicial intelligence, academic writing, PhD medical students, institutional ap-proach, students’ perspectives
PrefaceThe increasing integration of artiϐicial intelligence (AI) into various sectors hassigniϐicantly affected higher education (Zahrani and Alasmari, 2024), reshapingboth teaching and learning methodologies (Wang et al., 2024) as well as otheracademic efforts, such as research and transfer of knowledge. In the ϐield of med-ical education, especially for doctoral students, the use of AI-based tools is a trendthat offers both opportunities and challenges (Narayanan et al., 2023). This paperexplores the role of AI in enhancing academic writing and language skills, witha speciϐic focus on the context of Czech universities.The theoretical section of the study provides an analysis of Czech universities’ ap-proaches to adopting artiϐicial intelligence technologies in higher education, withemphasis on the changing role of a teacher in the light of new technologies. Itassesses both the advantages and disadvantages of AI implementation in academicsettings, such as the possibility of improving writing quality, supporting researchprocesses, and offering personalized feedback, while also considering challengesrelated to over-reliance on AI, ethical issues, and the risk of suppressing criti-cal thinking skills. Additionally, an overview of commonly used AI-based tools inacademic writing, including grammar checkers, citation managers, and automated
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content generators, is provided to highlight the current options of digital assis-tance available to students.The practical part of this research consists of both quantitative and qualitativeanalyses. The quantitative component (N = 42) focused on gathering data, such asstudents’ academic backgrounds and their experience with digital tools, as wellas determining how many PhD medical students currently use AI-based tools forwriting. It also examines the alternative sources of help students seek beyonddigital tools, such as peer support or faculty mentorship. The qualitative sectionexplores students’ attitudes toward AI usage, particularly in relation to key fac-tors such as reliability, trust, and ethics. This section of the study aims to showstudents’ perceptions of AI’s role in academic integrity and the ethical challengesof incorporating AI tools into their scholarly work.By combining these perspectives, this paper attempts to provide an overall un-derstanding of the role AI plays in language instruction and academic writing forPhD medical students, while also dealing with the broader context of AI adoptionin higher education.
Theoretical background

1 Pros and Cons of AI in Higher EducationWhatever the next developments, at the moment, it is purely up to the educatorto evaluate the pros and cons of AI and decide what they will perceive as ben-eϐicial in the classroom. This is given by the rather vague institutional approachof universities and it is a rather tricky task – it is not always easy to determinewhat may be beneϐicial, as the degree of usefulness of particular AI capabilitiesmay vary according to circumstances and, among other things, depending on thespeciϐic discipline; what may be beneϐicial for the exact sciences, for example, maybe more of a potential problem in the humanities.
1.1 PlusesAI certainly can offer positives in teaching and learning as well as other academictasks.From the students’ point of view, the major positives, according to many re-searchers, such as Ayala-Pazmiňo (Ayala-Pazmiňo, 2023) are:• making it easier to write and edit texts, to re-style them, to check spelling andgrammar• facilitating the analysis of information, ϐinding supporting arguments forclaims
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• speeding up searches, extracting key information from large amounts of text• possibility of independent practice and study of the material, interactive abilityto respond to student’s questions, correct him/her, evaluate him/her• motivation to learn new skills, such as formulating prompts, where the studentpractices the art of asking questions concisely and clearly and identifying themain ideas; in other words, practicing the general ability to express oneselfconcisely and factually, abstracting their intention• improving communication skills and soft skills. It is believed that communica-tion through, e.g., Chat GPT, can relieve students of shame, making it easier forthem to make mistakes because they will not be afraid of ridicule from thosearound them (Brin, 2023). Chat GPT will make it easier for them to practicetheir communication skills before applying them in the real world.
Educators, too, can use many AI capabilities to the beneϐit of improving theirteaching, but it should also be noted that they may sometimes encounter certainpitfalls when applying them (Singh, 2023). However, the following can be consid-ered beneϐicial:• the ability to formulate texts, which can then be used by the educator asa starting point for a deeper analysis in which students discuss what mightnot be true in the artiϐicially written text, how they can tell, how the text couldbe formulated and styled better, etc. This work with the text is undoubtedlymeaningful, but from a practical point of view, it is only possible when anindividual approach to students can be applied, as it is time-consuming. Itsuse when working with a large number of students in a group is thus verylimited.• the ability to create tests, review questions for lessons, homework assign-ments, etc.• help with lesson preparation, where AI can inspire the introduction of newlesson topics, help invent novel activities, teaching methods, etc.• the ability to diversify and individualise teaching, which can facilitate the edu-cator to create varied tasks and assignments on the same topic, reϐlecting thediversity of students (Seo et al., 2021).In this sense, there are undoubtedly many practical advantages to applying AIin teaching. However, as mentioned, these also carry many potential risks, soalthough these new tools are a signiϐicant technological leap towards making ourlives easier, these risks cannot be negated.
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1.2 MinusesThe potential risks and negatives associated with the introduction of AI for stu-
dents include (Karan and Angadi, 2023):a) False, incomplete or biased informationIt must be considered that AI, ChatGPT in particular, can mystify and createmisinformation, generate false information (since it generates based on fre-quency, it can therefore repeat established prejudices, and clichés; it cannotcritically evaluate information) (Zaphir, Lodge, 2023), mystify (it is not entirelyclear how a particular AI model is constructed and who beneϐits from its use– i.e. we are using a tool whose mechanism we do not understand and thequestion arises to what extent it is then possible to know the truthfulnessof information). The metaphorical term “hallucination” (Hatem et al., 2023)is used for some cases in which AI conϐidently presents certain facts as truewhen it has no justiϐication.b) SourcesAI does not always cite sources (Mikanovich, 2023) and quite often, whenexplicitly asked to do so, it simply makes up sources (Henderson, 2023). Thus,if we would like to cite it as a source of information, this is often not mean-ingfully possible.c) ghostwritingAI produces texts very swiftly and often more successfully than many studentscan manage. It will, therefore, be logically tempting to have students write theentire text and only partially re-style it (Dwivedi et al., 2023). Such a situationis again on the edge of academic integrity and deϐinitely has a very limiteddidactic value.d) copyright problemHere we encounter a fundamental issue, which is the boundary of academicethics. What are the authors of the newly created texts/works, and even if theauthors only use partially artiϐicial intelligence, to what extent must they signwork in order to assign the authorship? (Mohammad Hosseini, 2023)The current legislation in the Czech Republic (Act No. 121/Coll. 2000) and otherEuropean countries attributes authorship only to a natural person; however, e.g.under the US Copyright Act, computer programs are responsible for autonomouslycreated works, and their source code can be copyrighted as a literary work (Copy-right Law of the United States, 2022).
Educators, too, have to be aware of certain challenges that AI usage brings.a) Difϔiculty in identiϔication and demonstrability of AI use
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It is difϐicult to recognize that AI has been used, and even if we could recognizeit without a doubt, we cannot practically prove its use (Fleckenstein et al.,2024). This will probably be solved technically over time, but the questionof actionability remains: to what extent is plagiarism considered, and whenis it still an author’s work? If we partially allow the use of AI to, e.g., writea “rough” text, what percentage of the text produced by AI is already plagia-rism? Educators may have to completely change the way they evaluate theproduction of texts – i.e. they may evaluate the “originality of ideas” resultingfrom original research, they may evaluate the fact that the student will be ableto explain orally the essence of their text, but they will no longer evaluate thequality of the text itself. This brings us to another problem: this position maybe applicable to the hard sciences, but not so much to the humanities, wherewriting texts is not always based on one’s own research, so a student is con-sciously working with a synthesis of pre-existing ideas. Moreover, assessmentis often related to the skill of writing itself, stylistics, and mastery of the pa-rameters and conventions of academic writing, which, when done exclusivelyby AI, make this aspect virtually unassessable (Zachari Swiecki, 2022).b) responsibility for familiarising students with the workings and risks of AIThe current policy of Czech universities assumes that it is the responsibility ofthe educator to introduce AI to students. Introducing students to AI is probablynot technically a problem, but it is time consuming – it is hard to explain howAI works, point out the risks associated with it, and still discuss the material tobe covered within our discipline in one hour. Not to mention that AI is likely tocontinue to undergo very dynamic developments (Hirsch-Kreinsen, 2023), sosuch familiarisation would need to be ongoing and frequently updated. Thus,systemic implementation of AI must include classroom changes, where coursesin this area (or in this area as before) will be conducted, students will be in-troduced to technical innovations themselves, and teachers will automaticallyassume that they are at the forefront of the game, and teachers will simplyset speciϐic rules at class on how to use AI). There are not many trainingopportunities in this area available for teachers themselves; e.g. several some-what isolated lectures focusing on the basic principles of artiϐicial intelligenceand the use of AI in education has been offered to UP staff so far (PalackyUniversity, 2024).c) knowledge testingIt will be necessary to change the form of assessment, i.e. to replace writtenexams with “another form” and to assess students according to the higherlevels of Bloom’s taxonomy (instead of checking whether the student has “re-membered, understood”, we will need to test whether students can “apply,analyse, evaluate and create”) which means to rethink learning objectives.For written assignments, it is suggested that the emphasis should be on the“process of producing” and on the “presentation of written output” (Masaryk
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University, 2024); it is, therefore, possible to assign tasks by clearly deϐiningwhere AI is appropriate and where it is not. This also implies explaining whyyou, as an educator, (don’t) want students to use AI. In reality, however, thisis only possible with a small number of students; the situation would be quitedifferent if there were a hundred students in the class. And again we face theproblem already mentioned: it limits the educator in testing a certain kind ofcompetence that we have so far considered crucial in some disciplines (writingand text production as such).d) ϔinal and seminar papersThere is undoubtedly a risk that the AI will write the entire thesis for thestudent (Çela, 2024). For the term paper, there may be a solution for students’scheduled work (ϐirst research, the theory, then practical) so that they do notleave the work until the last minute, which motivates them to use AI more. Butagain, this is signiϐicantly more time-consuming and requires individual workwhile still not precluding the use of AI itself.e) writing as a form of grading thinking, analytical, critical and argumentative skillsWe assume that the purpose of writing texts is not only to master them for-mally but that this activity is also a way of developing critical thinking ingeneral, improving expressive abilities, the ability to formulate arguments ina comprehensible way and expressing oneself in general. This ability is prob-ably already declining with little reading (Frankl, 2014), resulting in studentslacking vocabulary and the ability to formulate coherent sentences, let alonetext. The use of AI may potentially reduce these abilities even further so thatwe will ϐind it harder to express ourselves in general, which is a problem evenin a native language, let alone a foreign language where writing text helps tolearn how language works as a system and is, therefore, a key activity. One canassume that AI will do more harm in this ϐield.
2 AI Integration at Czech UniversitiesIt can be assumed that accepting all the potential risks and legitimising the useof GPT Chat will bring the need to clearly deϐine the rules on how to use AI tocomply with academic ethics. How to use AI and how to regulate it is thereforea very pressing issue, as it implies the creation of a new code of ethics, the birthof which is still in its infancy due to the rapid technical development, and it isevident from the current reactions of higher education institutions that they arestill waiting to see which way this trend will go (Association, Artiϐicial intelligencetools and their responsible use in higher education learning and teaching, 2023).The current attitudes of educational institutions both in the Czech Republic andacross Europe, if they exist at all, are thus rather vague and based on relativelygeneral theses. At the European level, one of the ϐirst institutions to issue a state-
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ment on the implementation of AI in education was the European University As-sociation. In February 2023, it published a statement expressing the assumptionthat universities will split into two streams: the ϐirst will restrict or ban AI asa tool that goes against academic values, and the second will accept AI as a regulartool that we must learn to work with and use (Association, Artiϐicial intelligencetools and their responsible use in higher education learning and teaching, 2023).The European University Association itself leans towards the second approach,declaring that AI cannot be banned, but must be taught to be used responsiblywith respect to academic ethics. This position is clearly the prevailing one amongEuropean Universities (MacGregor, 2023), and it is therefore not surprising that itis also held by all major Czech universities that have so far expressed themselvesto a greater or lesser extent on the issue. It can be demonstrated at the threemain stone universities, i.e. Charles University, Masaryk University and PalackýUniversity.
2.1 The Position of Masaryk University in BrnoMasaryk University (MU) was the ϐirst to address the issue head-on, and as earlyas April 2023, it issued an ofϐicial statement in which it expressed its willingnessto support AI and, at the same time, articulate conditions and recommendationson how it should be used (University M., Statement on the Application of ArtiϐicialIntelligence in Teaching at Masaryk University, 2023). These recommendations aredirected to both students and educators.As MU suggests, students are advised to be inquisitive, pragmatic and honest be-cause, as the document points out, unacknowledged use of AI is plagiarism. Inaddition, the use of AI must be transparent, i.e. must follow principles of academicand personal moral integrity, should be responsible, i.e., critical of the resultsachieved through AI, and always in accordance with the recommendations of theinstructor or thesis supervisor.Educators are also expected to be open and follow developments in the ϐield ofAI, which they then try to integrate into their teaching, while at the same timepresent its risks and show students its ethical use. They are also advised to becautious, as it is difϐicult to prove misuse of AI, and to be clear about the con-ditions under which they will allow the use of AI. Simultaneously, the universityleaves educators the option of not recommending the use of AI, provided that theygive students adequate justiϐication for their decision (University M., Statement onthe Application of Artiϐicial Intelligence in Teaching at Masaryk University, 2023).

10 Study



2.2 The Position of Charles University in PragueThe ofϐicial position of Charles University (CU) followed immediately in April2023. This statement builds up on the recommendations issued by Masaryk Uni-versity, which it then elaborates on. It declares that it welcomes the use of modernAI technologies and tools but stresses the need to set boundaries for their use(University C., AI at Charles University, 2023). It supposes that AI tools can im-prove not only education but also research, provided that they are used ethicallyand only in a complementary way, not as a substitute for human thinking.The role of the educator in the process of integrating AI into education is alsodeϐined quite clearly. Similarly to Masaryk University, emphasis is placed on theteacher’s active approach to absorbing innovations in the ϐield of AI, on his/herresponsibility for accepting or rejecting the use of AI (where rejection is possiblebut not recommended by the university), as well as for determining the way inwhich it can be used. Another way to minimize the unethical use of AI in teachingis seen by the university in recommending that educators set up an atmosphereof trust in the classroom to the extent that it will motivate students to makemistakes, which will make them less likely to feel such a need to misuse AI justto achieve a ϐlawless result.In 2019, the Charles University, in cooperation with academics at CTU and scien-tists at the Academy of Sciences, established the Prg.AI Association (prg.ai, Trans-forming Prague, 2019), which could contribute to a better understanding of futureissues of artiϐicial intelligence in education.This association aims to “turn Prague into a European centre of artiϐicial intelli-gence” (prg.ai, Transforming Prague, 2019). As part of this long-term goal, theysubsequently established a working group under the inϐluence of turbulent de-velopments in the ϐield of large language modules, which brings together aca-demics from the CTU and the Academy of Sciences, but also from many universi-ties, such as Palacký University, Masaryk University, University of West Bohemiaand J. E. Purkyně University (prg.ai, Established by leading Czech scientists, 2023).This group set the ambitious goal of preparing Czech education for the inevitablechanges related to AI and developing principles and recommendations for stu-dents, educators, researchers and school administrators primarily intended forUniversities (prg.ai, Výročnı́ zpráva, 2020). In the longer term, the group wants to“help transform and redeϐine educational programmes and graduate outcomes.”(University C., Artiϐicial Intelligence at Charles University, 2023). Although mostof the ambitious goals set is achieved only in the future, the group’s cooperationalready has partial results: it continuously publishes methodological recommenda-tions to educators and students, as well as links to a number of AI materials andonline and face-to-face training related to this problem on the website AI.cuni.cz.
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Currently, this is probably the most transparent source of information for studentsand educators who want to learn about the topic.
2.3 The Position of Palacky University in OlomoucCompared to the swift reactions of the two above-mentioned Universities, PalackyUniversity in Olomouc took its time to express its ofϐicial position and provide anopinion on this issue; this only happened in the autumn of 2023 (P. University,2023). Only the Faculty of Education of Palacký University had been more sys-tematically dealing with the issue of AI in higher education up to then, and it isthe only one that has issued at least partial recommendations on the use of AI. Inthem, it recommends the use of AI, but appeals to students to use it ethically, notto let it work instead of them, to use it only as a tool and to be aware that AI hasits limits and that the student is always responsible for the ϐinal result. Teachersthemselves were given much less attention in the recommendations and were onlyurged to actively get acquainted with the new technology, critically evaluate it andthen pass on their knowledge to students (Faculty of Education, 2023).On 1 September 2023, the faculty launched a new website dedicated purely toAI (https://AI.e-bezpeci.cz/), where it tries to comment on practical and technicalissues related to the functioning of AI and to point out the potential beneϐits andrisks (Faculty of Education, 2023). Although the website and the website of theCharles University working group represent a valuable source of relevant basicinformation, it should be noted that, unfortunately, the ethical issue of whetherartiϐicial intelligence tools are appropriate and who is able to decide on them isagain neglected.
3 The Role of the Teacher Resulting from Institutional AttitudesIn summary, all institutions show a fairly consistent attitude. They do not rejectAI, do not attempt to ignore it, or even prohibit it, but openly allow AI to enterthe academic world. However, they leave the manner and extent of its use entirelyin the hands of individual educators and, for the time being, they also leave theresponsibility for its regulation to them, which is to some extent a rather alibisticattitude, although understandable in the current situation.Although according to the universities’ position, the educator can refuse the use ofAI or signiϐicantly limit its use, it is obvious that none of the universities supportsor recommends this position and puts the educator in a rather mediating role.Universities primarily assume that the educator will integrate AI into teaching,which in practice implies that he or she will become familiar with AI on his orher own, learn how to work with it, keep his or her knowledge up to date, thencommunicate his or her knowledge to students and give them clear rules on how
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he or she wants them to use it or not. It is left up to the educator to decideand take full responsibility for what he or she perceives as a use compatiblewith academic ethics, and to subsequently control and draw consequences forany misuse of AI, in accordance with his or her understanding of academic ethics.Universities are thus placing educators in a new role – their main ϐield of expertisewill no longer be sufϐiciently valid and educators must expand their competenciesto include knowledge from often diametrically contradictory areas. At the sametime, teachers are responsible for determining what they consider to be the prosand cons of AI and to decide to what extent the use of AI can be considered bene-ϐicial and compatible with academic integrity. This is quite a large portion of newcompetencies and responsibilities that appear to be necessary for an educator toremain “sustainable”. However, the question remains whether it will be possibleto fully assume this responsibility if educators do not receive institutional supportand a more or less uniform methodology backed by the university.
4 AI-based Tools in Higher Education

4.1 AI Tools for WritingAI tools include a wide range of software or applications, many of which are freelyavailable and can be, and often are, applied at the higher education level. Theseinclude, for example, the following applications:• Grammarly – a tool used to check the spelling, grammar and style of Englishtexts• Quillbot – an application used for paraphrasing and summarizing texts• Turnitin – a system used to detect plagiarism• Writefull – a tool that gives support for academic writing, paraphrasing andtext editing in English• Consensus – a search engine that helps collect relevant scholarly texts• DeepL – a machine translator that allows the translation of entire documentswhile preserving their formatLast but not least, there are tools that are referred to as large language models(LLMs), which use huge amounts of data, often a substantial part of the Internet,cleaned up in various ways to make sense of the data for the purposes of algo-rithms. The LLM is then trained on these datasets to be able to serve a given pur-pose (Slouka, 2023), exhibiting the ability to understand texts and subsequentlygenerate text that resembles a human-created text. Among these models, we canmention the tools Bing Chat or Google Bard, but of course also, and above all, theaforementioned Chat GPT, which is one of the best-known innovations in the ϐield
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of AI and represents not only the most widespread of the aforementioned tools,but also the most discussed.Let us explain exactly what Chat GPT is, using GPT directly. If we enter a promptinto this application formulated as “What is Chat GPT?”, the application will im-mediately generate the following deϐinition:“ChatGPT is an AI-powered conversational model developed by OpenAI. It is basedon the GPT (Generative Pre-trained Transformer) architecture, which is a type oflarge language model designed to understand and generate human-like text basedon input” (OpenAI, 2024).Thus, we can conclude that Chat GPT is a tool that is able to ϐind the answer toa given question and formulate it into a coherent text within seconds, but thisis only one of its many uses and capabilities. From this point of view, it is oneof the most widely used tools in higher education, but probably also the mostproblematic, because its use involves signiϐicant risks that both Universities andteachers as individuals will have to accept and assess their scale in some way.
4.2 AI Tools Supported by Palacky UniversityAs mentioned above, AI-based tools including Chat GPT have many skills and abil-ities that can be widely used by both university students and educators, such aspersonalised learning for students and supportive tasks in creating and evaluatingassessments for teacher. However, in the debate about whether and to what ex-tent it is desirable to legitimise the use of AI-based tools (and whether the oppo-site is even possible), how and whether to regulate or sanction this use, and whoshould be responsible and accountable for these crucial decisions, Universitiesare still being rather cautious not to directly and openly support their usage. Forexample, Palacky University in Olomouc only provides its employees and studentswith upgraded (supported and prepaid) version of Copilot and Grammarly.Copilot is primarily intended to enhance users’ productivity. It provides intelli-gent, real-time features that enable users to perform tasks more efϐiciently, in-crease their productivity and skills, and improve their overall work environment.Users are promised to get content that is relevant to their tasks, such as writingconcepts, summarizing, and answering questions, all in the context of their workin their Microsoft 365 application. (Microsoft, 2024).Grammarly, on the other hand, focuses on editing and revising English-writtentexts, including punctuation, spelling, grammar, but also a style and tone of thewritten discourse. Lately, it has also received a function of plagiarism checkerwhich can be of a great use to academics to avoid unintentional plagiarism. Al-though Grammarly corrects the texts in real time, is quite accurate, simple and is
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able to be customized, it does not really help with everything, its free version isnot very impressive and moreover Grammarly quite aggressively advertises buy-ing its Premium version. (Emmorey, 2021).
The study

1 Introduction to the StudyAs the theoretical part implied, AI integration into academic environments is tosome extent an institutional imitative but also a feature which needs to be shapedby individual academics and their personal experience. Although universities tendto recognize the potential of AI to support academic productivity, the perspectivesof the people in academia, i.e., teachers and students, should be studied and con-sidered. Therefore, after providing the macro-level attitude towards AI and its usein academic endeavors (i.e., the institutional approach), this paper aims to offerthe micro-level perspectives of PhD medical students to gain insights into personalexperience with adopting AI in academia.Their perspectives on using AI, on limitations and ethical issues AI brings, notonly prove the students’ critical evaluation of digital technologies but can also helpidentify gaps between rather theoretical frame established by universities on aninstitutional level and everyday academic practice these young researchers live. Inthis sense, the empirical examination of PhD medical students’ perceptions com-plements the theoretical overview of the policies Czech universities hold towardsAI integration. These two (and perhaps other) perspectives could work togetherin shaping approaches leading towards a more complex and even holistic grasp ofAI use in academia; such a fusion might contribute to an academic environmentin the digital era more understandable to all its members. In such a perspective,the institutional requirements could meet the real practical issues in which themembers of academia live.Thus, this paper attempts to describe both these perspectives – the institutionaland the personalized ones. As AI continues to affect the medical ϐield, understand-ing its adoption among early-career researchers is crucial for assessing its im-pact on scientiϐic innovation and education as well as publishing activities in thisarea speciϐically. The study focuses on identifying the categories of AI and digitaltools commonly used by PhD students, such as reference managers or plagiarismsoftware. Furthermore, it examines the reasons behind their (un)usage and otherresources that these students ϐind relevant for their scientiϐic writing. By takingthese insights into account, the research aims to provide an overview of currenttrends in the adoption of artiϐicial intelligence and its potential impact on medicalresearch training.
Study 15



2 MethodsIn this study, a mixed-methods approach was employed, combining both quantita-tive and qualitative methods to provide a comprehensive understanding of the re-search topic. The quantitative methods made it possible to gather numerical data,offering insights into trends, patterns, and statistical relationships. Its statisticalanalysis was essential in gaining generalizable insights and measuring the extentto which AI tools are perceived and utilized by PhD medical students.On the other hand, the qualitative methods, including semi-structured interviewsand focus group discussions, brought valuable and detailed data pointing to un-derlying behaviors, motivations, and contextual factors that shape these percep-tions. Using open-ended questions and discussion allowed the students to sharetheir views in their own words which helps understanding the topic more efϐi-ciently than quantifying. This aspect of the study was a key component in under-standing all the personal, practical and even ethical themes related to the way andextent the students integrate AI into their scholarly work.By integrating these two approaches, the study aims to not only quantify thephenomena under investigation but also to gain a deeper understanding of thereasons and behaviours behind the observed data. While the quantitative ϐind-ings offer an overview of the generalized trends and patterns, these qualitativeresults offer context and meaning, implying the reasons and even emotions behindthe numbers. This holistic approach enriches the ϐindings, providing both solidand well-explained data. Moreover, it can be argued that this complex approachcontributed to the validity and reliability of the study by enabling triangulation,where different data sources supported and validated each other. As a result, themixed-methods approach offered a more holistic understanding of the subject,showing both the measurable aspects and the fundamentally human experiencesthat motivate the observed patterns.
2.1 Quantitative MethodThe ϐirst part of the study was conducted using comprehensive questionnairesdesigned speciϐically for PhD students of the Faculty of Medicine and Den-tistry at Palacký University in Olomouc (see below the text). The question-naire was distributed in two ways: online via the survey platform Survio(www.survio.com) and in person during Writing for Publication courses aimedat enhancing PhD students’ academic writing skills. The survey had 24 items,covering demographic data and a mix of open-ended and closed questions.Its main goal was to gather insights into students’ experiences with AI-basedtools, as well as their approaches to developing and practicing writing skills in
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English throughout their medical studies. The full results can be accessed athttps://my.survio.com/D9N0M8Y5K4Z1J1H1Y1A8/results/individual).The questionnaire has been available online to all 433 PhD students at the facultysince 2023 while the paper-based versions were distributed between 2022 andJanuary 2024. The focus of the study extended beyond general writing skills, fo-cusing on the use of digital tools speciϐically designed to aid in academic writingand research tasks. These tools were categorized into three key areas: referencemanagement software (e.g., Zotero, Mendeley, EndNote), bibliographic databases(e.g., Scopus, PubMed), and plagiarism detection tools (e.g., iThenticate).Additionally, the study attempted to cover other relevant resources students relyon for academic writing support, including supervisors, colleagues, literature, andsimilar. This broader scope provided a nuanced understanding of what role digitaltools and resources play in the academic life of PhD students, highlighting boththeir beneϐits and potential challenges in facilitating scholarly communication.
2.2 Qualitative MethodThe qualitative part of the survey was carried out through in-depth interviewswithin several focus groups of 58 PhD medical students in total. These interviewsaimed at emerging trends, gather insights into students’ opinions and attitudes,and gain a deeper understanding of their current perceptions regarding the use ofAI in academic writing. The focus group discussions were structured to encourageopen dialogue, allowing participants to share their experiences and perspectivesin detail and in their own words.Participants were asked key questions such as: “Do you ever use AI in your aca-demic/scholarly writing? Why or why not?” These questions provoked them toreϐlect on their motivations, hesitations, and the perceived advantages or chal-lenges associated with AI tools in the context of scholarly work. Responses wererecorded in writing by the survey administrator, capturing not only the directanswers but also relevant keywords and themes that appeared throughout thediscussions.The focus groups shared various aspects of AI usage, including its role in gener-ating ideas, improving grammar and style, facilitating research processes, and en-suring adherence to academic standards. Some participants expressed interest inthe potential of AI to enhance productivity and reduce time spent on routine tasks,while others emphasized their concerns about ethical implications, accuracy, andover-reliance on technology.The recorded keywords and recurring themes from these interviews are analyzedand presented in the Results section, providing a comprehensive overview of the
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students’ collective views and addressing the broader implications of AI integra-tion into academic writing.
3 Results

3.1 Results of the Quantitative SurveyOut of the overall number of 433 PhD medical students (either full-time and part-time), the questionnaire was completed by 42 (almost 10%), out of which 37students completed it in person during the courses on academic writing, and 5did so online. Fig. 1 and Fig. 2 show the language and age characteristics of thegroup of respondents; 60% of the students were native Czech speakers, and 53%were at the age between 26 and 30.
Language

Czech English Other

Age

below 25 26-30 31-35

36-40 41-45 over 45

Fig. 1 and Fig. 2: The demographic dataConcerning the main topic – examining the use of digital tools in research writ-ing practices – the PhD students spoke of different methods of using AI tools.Most participants (83%) reported that they frequently work with bibliographicaldatabases such as Scopus and PubMed to search for relevant literature, gatherevidence, and stay updated with the latest research in their respective ϐields.They described these databases as indispensable resources for writing literaturereviews, compiling references, and ensuring that their work is grounded in thecontext of current scientiϐic knowledge.However, in the case of plagiarism-detection software, the trend was different. De-spite the availability of tools like iThenticate and Turnitin, the participants statedthat they rarely or never use these programs to check their texts. Some explainedthat they rely on supervisors or editors to handle plagiarism checks, while othersmentioned they are not even familiar with how such tools work or are not certainhow to reach them, also mentioning this is up to reviewers and editors to regulate.A few students admitted that exploring the options for these tools provide is too
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time-consuming or doubted their necessity, particularly if they felt conϐident intheir own authorial voice.Overall, while bibliographical databases seem to be an integral part of their aca-demic path, they do not make use of plagiarism checkers relying on either theirsupervisors or even editors of journals to cover this aspect (Fig. 3).
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Digital Tools Used

Digital Tools Used

Fig. 3: Digital tools usedAnother relevant part of the questionnaire focused on additional resources thatstudents seek to assist with scientiϐic writing. The ϐindings showed that studentsmainly rely on human support (e.g. 9.5% on their colleagues, 14% on the WritingLab faculty service1 and 7% on friends) rather than digital tools. Speciϐically, themajority of respondents (22.5%) stated that they expect guidance and feedbackfrom their supervisors or even their colleagues throughout the writing process.Supervisors were perceived as mentors, who bring personalized assistance onstructure, style, and content, as well as providing critical feedback on drafts. Somestudents also mentioned consulting peers or senior colleagues for informal coun-seling and suggestions. Also, several students appreciate the help from the fac-ulty’s Writing Lab, although their awareness of it is rather lowThe fact that the students rely more on interpersonal support highlights the per-ceived value of tailored, expert feedback over digital tools, which proves the im-portance of mentorship in acquiring effective scientiϐic writing skills. (Fig. 4).
1 Academic Writing Lab is a service provided by the Department of Foreign Languages at the Fac-ulty, offering PhD students help and support with their scholarly writing. More information herehttps://www.lf.upol.cz/cja/studium/doktorske-studijni-programy/#c70248
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Fig. 4: Sources of support in academic wriƟng (AW)

3.2 Results of the Qualitative SurveyThe qualitative survey revealed a complex and ambiguous attitude among medicalPhD students toward the use of AI-based tools in their scientiϐic writing, with keythemes of trust, reliability, complexity, responsibility, and ethics arising from thedata.
(Mis)trust and (Un)reliability: A signiϐicant number of students expressed mixedfeelings regarding the trustworthiness of AI tools. While some found them usefulfor usage in their medical practice, research, or even primary care, mostly all ofthem had doubts about the reliability of AI-generated content in scientiϐic writing.Several respondents indicated that they often felt uncertain about whether theAI’s suggestions were accurate or scientiϐically sound, raising doubts about howappropriate it is to rely on these tools for critical sections of their paper (“I knowit makes mistakes a lot.” or “What if there was some nonsense? That wouldn’t helpme”).
Complexity: Many students found that AI-based tools were too complicated interms of writing prompts from raw data. Many of them shared the belief thatwriting such a prompt is more challenging than writing the section in questionalone. Although they expressed their appreciation for help with the managementof large datasets and the analysis of complex statistics data or even literaturesources, they found most of the tools too complex (“I can’t imagine writing thecommand2. That would take ages!” “I can write my text faster than writing theprompt.”).
2 The student was not sure about the word prompt at that time.
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Responsibility: A recurrent concern involved questioning the responsibility in theuse of AI tools. Students emphasized that, despite the potential beneϐits, the ϐinalresponsibility for the integrity and quality of their work rested with them, not theAI. This caused them to hesitate to fully accept AI-based assistance because theybelieved that excessive dependence on AI would reduce their sense of responsi-bility for the rigorous academic content of their writing (“I won’t have someoneelse write something instead of me and it’s the same, isn’t it?”).
Ethics: Ethical considerations were a strong theme throughout the survey. Stu-dents expressed concerns about the ethical implications of using AI tools, par-ticularly regarding issues such as plagiarism, the originality of their work, andtransparency in AI-assisted writing. Some felt that the use of AI tools could blurthe line between their own contributions and those of the AI, leading to potentialethical dilemmas in scientiϐic authorship (“This is plagiarism, no?” “How wouldthe journals see it? As plagiarised?”). In this context, they frequently asked aboutthe University’s approach to AI usage (the summary of this approach is explainedin the ϐirst part of this paper). Overall, medical PhD students did not expressa strong belief in the potential of AI-based tools to aid in scientiϐic writing; on thecontrary, there were signiϐicant reservations regarding trust, responsibility, andethics, indicating a cautious approach to AI use (“I know it can be a useful thingbut I don’t know, I just don’t believe it much. And also, I don’t have time to studyit in detail right now.”).
4 DiscussionThe ϐindings of this study show that medical PhD students are rather reluctantto incorporate digital/AI tools into their scientiϐic writing and prefer instead theguidance and feedback of their supervisors and colleagues. This preference un-derscores several signiϐicant themes, including mistrust in AI, concerns about thereliability of AI-generated content, ethical considerations, and a strong sense ofauthorial responsibility.One possible explanation for the limited use of AI in scientiϐic writing is the per-ceived unreliability of AI tools. Medical research requires a high level of accuracyand precision, particularly when presenting data, interpreting results, and ensur-ing the integrity of ϐindings. Many students may feel that AI-generated contentcould make errors, misinterpret data, or oversimplify complex scientiϐic ideas,which could lead to a lower quality of their work. Furthermore, AI probably lacksthe deep domain-speciϐic knowledge that human supervisors and peers provide,making personalized guidance from these sources far more valuable for nuancedscientiϐic writing.
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Another crucial factor is the ethical dimension. Many PhD students express con-cern about the ethical issues of using AI in the writing process. They may view itas a potential shortcut that undermines the rigor and authenticity of academicresearch. Issues such as plagiarism, improper citation, or even concerns aboutownership of ideas generated by AI contribute to a hesitation to use these tools.In an academic environment where originality, transparency, and accountabilityare paramount, the risk of violating ethical norms can outweigh the convenienceoffered by AI technology.Authorial responsibility also plays a signiϐicant role in the reluctance to adoptAI. Writing is an essential aspect of the PhD journey, allowing students to de-velop and demonstrate their expertise, critical thinking, and unique authorialvoice within the scientiϐic community. By relying too much on AI, students mayfeel they are compromising their own intellectual contribution, thus jeopardizingthe authenticity and ownership of their work. The collaborative nature of seekingfeedback from supervisors and peers also reinforces a sense of collective respon-sibility, ensuring that the ϐinal output is a result of thorough academic scrutinyrather than AI-driven shortcuts.Moreover, some of the students admit that they do not have the time to examineand test the AI tools as their number, functions, and possible applications arechanging very rapidly, and it is difϐicult to keep pace with such extreme devel-opment. Thus, the students might not be fully aware of all the options AI toolsoffer.Interestingly, while AI has the potential to assist with certain aspects of writing,such as grammar checking or literature review automation, the current attitudeamong medical PhD students suggests broader cultural and educational aspects.This may indicate a need for future education and training on how AI tools canbe used ethically and effectively, without compromising the integrity of academicwriting. Trust-building measures and clear guidelines on AI usage may graduallychange these attitudes, allowing students to beneϐit from AI while maintaininghigh academic standards.In conclusion, although the number of respondents reached approximately 10%of the total of PhD students at the Faculty of Medicine and Dentistry at PalackyUniversity, it should still be considered that the fact that medical PhD studentstend to avoid AI for scientiϐic writing reϐlects deeper concerns about the reliability,ethics, and ownership of their work. As AI technology evolves, it will be essentialfor academic institutions to address these concerns by fostering a balanced un-derstanding of how AI can complement, rather than replace, the critical role ofhuman expertise in scientiϐic research. As the theoretical part showed, this aspectis rather underestimated now.
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4.1 Insights and SuggestionsThe reluctance of medical PhD students to use AI for scientiϐic writing revealsseveral deeper insights about the AI technology being incorporated into academicpractices, as well as opportunities for improvement.Many students show mistrust and are concerned about the ethical implicationsof using AI, such as issues related to plagiarism or the undermining of academicintegrity. Institutions could address this by offering training on responsible AIusage in academic writing. This would ensure students are aware of best prac-tices, proper AI use, and the potential consequences of misuse, creating a cultureof informed, ethical AI use in academic environment. Also, educational programsfocused on AI as a tool could emphasize that AI should be viewed as a supplemen-tary device rather than a replacement for the student’s intellectual contributions.And ϐinally, such programs can focus on how students could beneϐit from explor-ing its potential in other aspects of the research process, such as data analysis,hypothesis generation, or literature review automation. This might encourage stu-dents to experiment with AI in different stages of their research, where AI toolshave proven more reliable and beneϐicial.Instead of considering AI and human mentoring as mutually exclusive, institutionscan promote a collaborative approach to the development of the process of writ-ing, including students, supervisors, and AI tools. Supervisors can guide studentsto effective use of AI without jeopardizing academic integrity, advising them onhow AI may help automate or perform repetitive tasks, giving more time for crit-ical thinking and human feedback. However, this may be limited by supervisors’ability to keep pace with the rapid development of AI and to inform their studentsaccordingly.Students might beneϐit not only from their supervisors and teachers but alsofrom peer-led workshops where fellow PhD candidates who have successfully in-tegrated AI tools into their workϐlow can share insights, tips, and best practices.This could help demystify AI tools and show how they can be used to enhance,rather than ban from, the writing process.Therefore, academic institutions need to establish formal ethical guidelines for theuse of AI in scientiϐic writing. These guidelines could clarify how AI should beused, where its limitations lie, and how students can incorporate it without riskingviolations of academic integrity. Such guidelines would build conϐidence in AI,showing students that there is a structured, approved way to use it responsibly.All these suggestions, however, assume some conceptual changes at schools anduniform approaches adopted by universities on an institutional level.
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4.2 Limitations of the StudyDespite the valuable insights gained from this study, several limitations must beacknowledged.First, the relatively small number of respondents limits the generalizing of theϐindings. A larger sample size would have provided a more representative under-standing of the diverse experiences and attitudes of PhD students across differentmedical ϐields and perhaps even institutions. The limited sample may not capturethe full range of perspectives on AI tools, particularly in terms of varying levels ofadoption and use cases.Second, the study started in early 2022, a period when general awareness andusage of AI tools in academic writing were still in their beginnings. At that time, AIapplications such as language models and writing assistants had not yet achievedthe widespread recognition or adoption they have more recently. This time factorcould have inϐluenced the participants’ familiarity with and perceptions of AI, po-tentially underestimating the current level of engagement with these technologies.As AI tools continue to evolve rapidly, the ϐindings of this study may not fullyreϐlect the current or future landscape of AI use in academic writing.Finally, the qualitative data obtained through interviews and open-ended surveyresponses may be inϐluenced by self-report biases. PhD students might underre-port or overstate their use of AI tools due to concerns about academic integrityor lack of awareness of how AI applications work. Future research with a larger,more diverse sample and longitudinal design could address these limitations andprovide a more nuanced understanding of the evolving role of AI in academicwriting.
5 ConclusionThe ϐindings indicate a broad spectrum of concerns about AI, but they also high-light potential opportunities for improving AI integration in academic research. Byeducating students on ethical usage and clarifying the role of AI as a support tool,academic institutions can gradually help students see AI as a valuable assistantrather than a threat to academic rigor and responsibility.
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Attachment 1.
The questionnaire distributed for the quantitative research

1. Mother tongue:CzechEnglishOther: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .2. Gender:MFOther: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .3. Age:Below 2526–3031–3536–4041–45Over 454. Year in the Ph.D. program1st 2nd 3rd 4th 5th 6th 7thOther: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .5. Study program:. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .6. Did you spendmore than a month period abroad during your Ph.D. studies? If yes, where?. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7. What was the working language/language of instruction?EnglishOther: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .8. For what purpose do you use English most often?E-mail Reading Meeting/consultations Regular work/interactions with colleagues Con-ference/presentation Social networks Writing papers Teaching Free time I donot use EnglishOther: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .9. Did you take any international language exam?What?

10. Howwould you evaluate you English level?A1Beginner A2Basic B1Pre-intermediate B2intermediate C1advanced C2proϐiciencyReadingWritingListeningSpeaking
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11. Approximately howmany texts have youwrittenduring your university studies in Czech?What
genres (conference presentations, academic journal article, research proposal, conference
posters, etc.)12. Approximately how many texts have you written during your university studies in English?
What genres (conference presentations, academic journal article, research proposal, confer-
ence poster, etc.)?13. Have you written any other texts in English? If so, what and howmany?14. Have you ever been trained to develop any of the following skills?a) Writing academic textsb) Summarizing information/paraphrasingc) Plagiarism and citationd) Searching resources in databasese) Evaluation of results in sciences (understanding of H-index, p-index, review process)15. Do you utilize any of the following tools?a) Reference manager (CitacePRO, Zotero, Mendeley, EndNote)b) Bibliographical databases (Scopus, PubMed, Web of Science)c) Plagiarism software (iThenticate)16. Do you need writing in your ϐield?Never – sometimes – quite often – mostly – always17. Do you feel you need to improve your writing skills?Not at all – a bit – quite a lot – signiϐicantly18. Do you believe writing is a skill one is born with and cannot be learned?No – I don’t know – Yes19. How do you assess your skills in the following areas?Searching for literature on a speciϐic topicChoosing an appropriate journalSummarizing info from various sourcesStructuring an introduction for a research articleWriting an abstractWriting a discussion section20. Where do you turn to if you needa) Help with English . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .b) Help with writing an academic text in English . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .21. Who provides you feedback on your writing?Your supervisor – colleagues – someone else (specify)22. Which section of a paper do you ϐind the most difϐicult to write?Results Discussion Abstract Introduction and review of the literatureConclusions Methods/materials Bibliography Don’t know23. What aspect of your grammar are you worried about?Articles Spelling Tenses Relative clauses (that × which) OtherPrepositions Phrasal verbs Active × passive Conditionals24. Which reason do you consider the most relevant for a referee to reject a paper in terms of the
quality of English?Poor vocabulary Redundancy / lack of conciseness Grammar errors Poor overall structurePoor sentence and paragraph structure Message not clear due to poor language skills
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